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Abstract
Tools and methods developed in the field of corpus linguistics play an 
often understated but important role in much of vocabulary research. 
This article offers a commentary on four vocabulary studies that 
 explicitly reference the use of corpus linguistics in the development 
of new vocabulary resources, tools, and concepts. First, the article 
 categorizes corpus linguistics research into two distinct areas and then 
positions the four studies in these areas. Next, the article summarizes 
the results of the four studies, before making suggestions for strength-
ening the works from the perspective of mainstream corpus linguistics 
research. The  article  concludes with a general comment on the value of 
the studies as they relate to corpus linguistics and vocabulary research 
in general.

1 Introduction
Corpus linguistics is an empirical approach to language analysis based 

on a representative sample of target language stored as an electronic data-
base (i.e., a corpus) (Biber, Conrad, & Reppen, 1998). Most studies in the field 
rely on computer software for the quantitative analysis of linguistic features 
in very large corpora, comprising thousands, millions, and sometimes  billions 
of  words. However, smaller scale studies are also undertaken, sometimes 
through the manual analysis of corpus texts with or without the assistance 
of computers. It is also common to find corpus researchers supplementing 
 quantitative results with a qualitative analysis and interpretation of those 
results.

The resources, tools, and techniques developed in the field of corpus 
 linguistics play a particularly important role in many vocabulary studies. For 
example, balanced, representative corpora, such as the British National  Corpus 
(BNC) (BNC Consortium, 2007) and the Corpus of Contemporary American 
English (COCA) (Davies, 2008), often serve as the starting point for vocabu-
lary frequency counts and coverage measures (see for example Nation, 2013). 
Corpus tools, such as word frequency profiling tools (e.g.,  AntWordProfiler, 
Anthony, 2014a) and concordancers (e.g., AntConc, Anthony 2014b), are the 
primary analytical tools used by vocabulary researchers. Also, the analysis of 
corpora using these tools provides vocabulary researchers with insights on phe-
nomena such as multi-word units and collocation. However, it is surprisingly 
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rare to see vocabulary researchers making explicit reference to the use of cor-
pus linguistics in their work. It can be hypothesized that this is due to a mis-
conception about what corpus linguistics research represents.

In this article, four vocabulary studies that make a clear reference to cor-
pus linguistics research will be discussed in terms of their position within the 
field of corpus linguistics (Brown, 2017; Lyddon, 2017; Mizumoto, 2017; Ro-
manko, 2017). Next, the article will summarize the results of the studies and 
discuss ways in which they can be strengthened from the perspective of main-
stream corpus linguistics research. Finally, the article will conclude with a brief 
comment on the value of the studies as they related to corpus linguistics and 
vocabulary research. All four studies were presented at the 2017 JALT Vocabu-
lary SIG Symposium held on September 09, 2017, at Osaka Jogakuin University, 
Osaka, Japan.

2 Corpus Linguistics as a Methodology
Researchers have debated heavily about the position of corpus linguistics 

in the field of linguistics as a whole. Some influential researchers, such as John 
Sinclair (2004) and Tognini-Bonelli (2001), have made strong claims that cor-
pus linguistics should be considered to be a unique branch of linguistics that 
provides us with completely new ways to observe and understand language. 
However, others in the field lean toward the view that corpus linguistics is es-
sentially a methodology; a bag of resources, tools, and techniques that are used 
to help us understand how language works. From this perspective, although 
the insights gained from corpus linguistics might be profound, it is not a true 
sub-discipline of linguistics in the same way that phonology, pragmatics, syn-
tax, and so on are usually described. (For an in-depth discussion on this topic 
from the perspectives of multiple corpus linguists, see Viana, Zyngier, & Barn-
brook, 2011).

If corpus linguistics is considered to be essentially a methodology, re-
search that contributes to the development of that methodology can be con-
sidered to be in some way “fundamental” to the field. This is in contrast to 
the more conventional use of the term “fundamental,” which refers to research 
conducted primarily to acquire new knowledge of the underlying foundations 
of a field (European Union, 2006). Following this terminology, “fundamen-
tal” corpus linguistics research would include the creation of new corpus data 
resources, analytical tools, statistical methods, and visualization techniques. 
In  contrast,  research that utilizes these resources, tools, and techniques in 
other fields can be considered to be “applied” corpus linguistics research. Re-
search in this category would include studies in the area of language under-
standing (e.g., receptive/productive studies related to phonology, pragmatics, 
syntax, morphology, discourse, vocabulary, and so on). It would also include 
studies  on  language teaching, learning, and testing, and the development of 
language engineering applications (e.g., web search engines, data-mining tools, 
query systems, flash-card learning programs, plagiarism detection systems, 
chat bots, and so on). The two branches of corpus linguistics are visualized in 
Figure 1.
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3 Positioning Four Vocabulary Studies within the Field of 
Corpus Linguistics

3.1 Measuring the Vocabulary Burden of Popular English Songs 
by Rick Romanko

Romanko’s (2017) study aims to measure the vocabulary burden of popular En-
glish songs as a step toward understanding if they serve as a useful source of authen-
tic, comprehensible input for second language learners. The underlying assumption 
here is that English songs have been successfully used in second language learning 
classroom activities, but that the lexical demands of songs are still unknown. By es-
tablishing the vocabulary level of songs, course materials designers and instructors 
would be in a better position to assess their usefulness in the classroom, and perhaps 
be better informed about the sort of vocabulary demands that they place on learners.

Romanko follows a three-step process in his research. First, he undergoes 
the arduous task of creating a representative corpus of popular songs. Second, 
he determines the word-family frequency levels of all words in the corpus using 
 AntWordProfiler (Anthony, 2014a) with reference to the rankings given in the 
BNC/COCA word-family list (Nation, 2012). Finally, he produces a word-family 
coverage profile for the entire corpus, which he then uses to estimate the overall 
vocabulary burden of popular English songs.

The results of the study show that the most frequent 2000 word families in 
the BNC/COCA lists combined with proper nouns and marginal words (PNAMW) 
cover over 95% of all the words in the corpus. Also, the coverage of words in the 
corpus increases to over 98% when the most frequent 5000 word families com-
bined with PNAMW are considered. Romanko argues that these results lend sup-
port for popular English songs being considered as an appropriate source of input 
for English language learners (ELL). If a 95% coverage is necessary for compre-
hension (for reading at 95% coverage, see Laufer & Ravenhorst-Kalovski, 2010), 
learning the 2000 most frequent word families of English would be an achievable 
goal for many ELL. However, if a 98% coverage is necessary (for reading at 98%, 
see Hu & Nation, 2000), then songs may be more useful for intermediate and ad-
vanced learners of English.

Figure 1. The two main branches of corpus linguistics research.
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From a corpus linguistics perspective, Romanko’s work is both fundamental 
and applied in nature. At the fundamental level, he creates a novel spoken corpus 
resource of popular English songs. At the applied level, he then uses this corpus 
to understand the language of songs from a vocabulary perspective. Clearly, the 
value of the applied results relies heavily on the quality of the fundamental corpus 
building work. It is here that mainstream corpus linguistics research can suggest 
areas where the corpus design might be improved.

Romanko’s corpus is designed to be representative of popular English songs, 
where “representative” means that findings based on the corpus can be gener-
alized to the target language variety, that is, popular songs. To determine how 
representative the corpus is, we need to consider five factors:

•	 balance (range of genres included)
•	 change over time (static vs. dynamic)
•	 sampling (how the texts for each genre are selected)
•	 cleaning/markup (how the texts are formatted)
•	 annotation (what information is added to the texts)

It is clear that Romanko goes to great efforts to create a representative corpus. 
Potentially all music genres are included in the corpus through a design decision 
to include songs appearing as “Number One” hits in the United States and United 
Kingdom as well as those ranked by music experts as “the best.” Change over time 
is also considered as music from the 1950s to 2000s is included, although the evolu-
tion of individual songs over time is not taken into account. In terms of sampling, 
the corpus songs are collected from two of the largest markets of English music, 
that is, the United States and United Kingdom. However, this means that the pop-
ular English music of other countries will be ignored. Finally, great care is taken 
to ensure that the corpus texts are cleaned and formatted to match the audio re-
cordings, and spellings are standardized to match those in the BNC/COCA word 
lists. It seems, however, that the various properties of the corpus texts do not ap-
pear to be embedded in the texts using an annotation scheme, making it difficult 
to search for features such as year, rank, and genre at a later stage.

Perhaps the greatest weakness of Romanko’s design is that the corpus clearly 
does not solely represent “popular” English songs. The inclusion of songs that  
have been evaluated as “best” songs, widens the scope of the corpus to reflect 
those that have some kind of artistic value or perhaps impact on society and cul-
ture in a profound way. (A detailed study of the expert’s rationale for their “best” 
choices would be needed to understand fully what the songs represented). How-
ever, on first viewing, perhaps the study should best be described as measuring the 
vocabulary burden of “influential” English songs. Or, better, perhaps Romanko 
should have removed the “best” songs from the corpus completely. One further 
weakness in the design is that it is not clear if the “Number One” hits were those 
that reached this position each week, month, or year of the study. Clearly, the time 
frame will have a huge impact on which songs will be included. If weekly “Num-
ber One” hits are included, there is a high probability that immediately popular 
and trending hits will be included. On the contrary, if only yearly “Number One” 
hits are included, more widely recognized “smash” hits will feature prominently 
in the corpus.
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The corpus created by Romanko is clearly a valuable and useful resource for 
future researchers. There is no doubt that a public release of this corpus would be 
greatly welcomed by the corpus linguistics and vocabulary research communities. 
Also, the findings presented in this study should raise interesting questions for 
both researchers and instructors of English as a foreign language.

3.2 Discovering Language Properties through Corpus-Based Dic-
tionary Data Analysis by Paul Lyddon

Lyddon’s (2017) study aims to demonstrate that valuable observations can 
be gained from corpora, even when they are accessed indirectly. He does this by 
showing how learners can discover important information about the usage of the 
English “gh” sound through data searches in a popular Japanese brand electronic 
dictionary. The important point here is that the dictionary developers have cre-
ated an interface that allows users to directly search for information provided by 
embedded corpora, in this case, corpora of junior and senior high school text-
books, university entrance examinations, and work language. This means that 
users do not need to complete the sometimes arduous work of building corpora 
for themselves, as was the case in Romanko’s study.

From a corpus linguistics perspective, Lyddon’s work does not provide us 
with new corpus resources, tools, statistical methods, or visualization techniques. 
However, it does provide a clear and convincing demonstration of how corpora 
can be used (indirectly) to provide insights on language phenomenon. It also of-
fers an interesting way of using corpora indirectly in language teaching. In this 
sense, Lyddon’s work is clearly an example of applied corpus linguistics research.

One important question that this study raises is the degree to which research-
ers, teachers, and learners should value the insights that indirect observations 
of a corpus provide them. Clearly, if the underlying corpus is well designed and 
representative of the user’s language of interest, the results will be accurate and 
valuable. However, if the corpus is poorly designed and/or only observable indi-
rectly through an interface, then it is very difficult to evaluate the accuracy or even 
the value of the results that come out of it. Sadly, most corpora embedded into 
electronic dictionaries or made available through an online interface cannot be 
observed directly. Also, in most cases, design decisions such as the size, balance, 
sampling frame, included texts, cleaning procedures, and annotation schemes of 
the underlying corpus are unknown or unavailable to the user. In Lyddon’s study, 
a detailed description of the dictionary’s underlying corpora is not provided. This 
raises a serious concern about the accuracy and value of the insights on pronunci-
ation discussed in the study.

A related question is how any results from corpora that are observed through 
a corpus interface can and should be interpreted. All corpus interfaces serve as 
a lens through which some features of the corpus are highlighted and others are 
dulled or hidden completely. They also make assumptions about the target user, 
such as their level of experience with interfaces, their technical background, and 
their familiarity with the target data. If the actual user does not match the de-
signer’s assumed user, the interface experience will be poor and the likelihood of 
search errors, frustration and confusion with the interface, and misinterpretations 
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of the results will increase. These points of fact lead to the conclusion that Lyd-
don’s proposed method must be evaluated not only in terms of the degree and 
accuracy of the information gained from the electronic dictionary, but also the 
learners’ interactions and experiences with the electronic dictionary when used 
in this way. Perhaps their level of experience with software interfaces allows them 
to carry out all the searches in a simple and easy way. However, they might not be 
able to interpret the results if they are not familiar with the pronunciation symbols 
used in the interface. Or, they might be very familiar with interpreting pronunci-
ation symbols and explanations, but lack the experience to search for information 
effectively, which leads to a poor learning experience.

The questions raised by Lyddon’s work are very important and require much 
consideration within the corpus linguistics community. On the “fundamental” 
side of the field, they impact directly on the work of corpus tool developers, who 
constantly strive to offer users more powerful ways to interact with corpora in 
easy and effective ways. On the “applied” side of the field, the questions raise 
issues about the ways all results from corpus observations can and should be un-
derstood and interpreted.

3.3 Coverage-Based Frequency Bands: A Proposal by Dale Brown
Brown’s (2017) study proposes a novel way to group vocabulary items for 

research and teaching purposes, based on their coverage in a reference corpus. 
This approach is claimed to have distinct advantages over a traditional approach 
in which vocabulary items are first ordered by frequency and then grouped into 
1000-item bands.

Brown suggests that the traditional approach has three distinct problems. 
First, he explains that the utility of vocabulary items varies greatly with frequency. 
Second, he explains that 1000-item bands will exhibit massive variation in the fre-
quency of items within the bands. Third, he explains that if the approach is used 
to group words in different corpora, items in each band will vary considerably 
across corpora, with increased variability at lower band levels. Brown describes 
this as a progressively poorer “reliability” of the item placement. The alternative 
he proposes is to rank words by frequency first and then group them according to 
their coverage in the corpus. This approach results in bands that are not fixed in 
size, but are fixed in terms of the percentage of tokens they cover in the reference 
corpus. He goes on to investigate some of the properties of coverage bands if used 
by vocabulary test developers.

From a corpus linguistics perspective, Brown’s work is clearly an example of 
applied corpus linguistics research, as it shows an interesting application of well-
known and commonly used lemmas lists and frequency data that are extracted 
from the Corpus of Contemporary American English (COCA) (Davies, 2008). To 
understand the value of Brown’s research, it is, therefore, necessary to assess the 
advantages that a coverage-based approach offers over a traditional 1000-item 
band approach.

In response to the first problem that Brown raises about traditional 1000-
item bands, the coverage approach surprisingly does not appear to offer any 
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advantage as it is also based on a frequency ranked list of items. Indeed, the 
fact that the utility of vocabulary items varies with frequency is not necessar-
ily a problem at all (in either approach) when it is considered that the purpose 
of vocabulary bands is often to group items into different categories of utility. 
On the other hand, the coverage approach clearly addresses the second problem 
of traditional bands that Brown discusses. Coverage bands will exhibit a lesser 
variation in the frequency of items within bands. Interestingly, though, in both 
approaches the underlying (Zipfian) distribution of items is identical. This leads 
to the observation that the lesser variation within the coverage bands is a result 
of the different bands containing widely different numbers of items. For example, 
the first band will contain a very small number of items (e.g., 3) and the final band 
can potentially contain half the total number of items in the corpus as a whole. 
In this sense, the problem of item frequency variation in the traditional approach 
is addressed by introducing a different problem of item count variation. It is cer-
tainly not immediately clear that this alternative approach is pedagogically more 
useful. The advantage afforded by the coverage approach in terms of the third 
problem of item placement “reliability” is only briefly discussed by Brown. He 
suggests that the coverage approach is more likely to be “reliable” as the number 
of items in each band will vary considerably. This view is perhaps valid, although 
more research would be necessary to confirm it. However, it must also be remem-
bered that one of the main reasons for the predicted improved “reliability” is that 
 several of the bands are extremely wide in nature.

Brown’s coverage approach is certainly a thought-provoking proposal. With-
out a good understanding of corpus data frequency distributions, the impact that 
grouping choices have on the nature and contents of different bands would be ex-
tremely difficult to assess. Brown should also be commended for raising questions 
about the rationale behind traditional 1000-item banding of vocabulary. Very few 
researchers question basic assumptions such as these. In this way, the study is of 
value to all researchers of vocabulary.

3.4 Initial Evaluation of AWSuM: A Pilot Study by Atsushi Mizumoto
Mizumoto’s (2017) study presents an initial evaluation of a newly developed 

writing support tool that helps learners to notice, confirm, find, and see the im-
portance of single- and multi-word units in different sections of research articles 
from various specialized disciplines. Results based on learner survey data suggest 
that the tool can serve as a valuable aid in the writing classroom. There is also 
clear scope to develop the tool further and test its efficacy with learners of differ-
ent proficiency levels and with different levels of computer literacy.

From a corpus linguistics perspective, Mizumoto’s study is another exam-
ple of applied research. However, here, the application of corpus linguistics is 
in the area of language engineering. Mizumoto develops his system through the 
extraction of varying-length lexical bundles (Biber & Barbieri, 2007) presumably 
from a corpus of research articles from various disciplines that are annotated to 
mark the discipline, article section, and genre move (Swales, 1990). Interestingly, 
Mizumoto provides no details of the actual corpus used in the system. This point 
perhaps highlights his preferred focus on the application of corpus linguistics in 
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the development of useful language engineering tools, rather than corpus lin-
guistics itself.

The value of a tool of this kind can only be comprehensibly evaluated by 
understanding all of its components. For scholars reading about Mizumoto’s tool, 
a description of the underlying corpus is essential. This point takes the discussion 
back to the work of Romanko (2017) and the degree to which the corpus can be 
considered to be representative of the learners’ target language. For example, does 
the corpus include the full range of genres required by users? Does the corpus 
represent the way that language changes over time? Are the texts all sampled from 
the same few issues of a journal or is a random sampling procedure employed? Are 
the texts cleaned to remove figure data that would render as noise in the results? 
Also, what is the annotation scheme used and how easy is it accessible by users? 
In fact, at some point, these same questions need to be asked by learners who are 
evaluating the tool in the classroom. For inexperienced learners, the tool may 
appear immediately useful and user friendly. However, as they gain experience 
and knowledge of their target fields, they will inevitably need a more complete 
understanding of the data on which the tool is based. Also, from a pedagogic 
point of view, the system will certainly benefit by having this information readily 
accessible by both learners and their instructors.

4 Conclusion
The four studies discussed in this article each utilize corpus linguistics in a 

different way to advance the field of vocabulary research. As such, they provide 
an interesting and useful view of the broad scope and applicability of corpus re-
sources, tools, statistics methods, and visualization techniques. It is hoped that 
the four authors, as well as other vocabulary researchers, will take these studies as 
starting points for further research on vocabulary that utilizes and contributes to 
fundamental and applied corpus linguistics research.
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